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Summary

Using convergence in probability and Slutsky'j Theorem, asymptotic distribution of
Giai-ratio is obtained. The derivation covers the case of mixed (negative as veil a8
positive) income profile.
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1. Introduction

Ever since its advent in 1912, the Gini coefficient or Gini ratio con
tinues to be in vogue and is practitioner's favourite, particularly in
empirical studies on income inequality. When the distribution profile
has only positive incomes, the asymptotic distribution of estimated Gini
ratio is given by Ramakrishnan [8]. The related test of significance for
either a specified Gini ratio or for the difiference between two Gini
ratios, can easily be constructed. But in case the distribution profile has
both negative^ and positive incomes — the case of negative incomes

\
1. Those dealing virith income distribution aspects of rural economy in developing

economies will appreciate ^that we do encounter negative incomes, farm Income
variously defined and profit etc. Also the phenomenon of negative incomes (i.e. losses)
is so frequent in industries ; see, for instance Hagerbaumer [5], Pyatt-chen Fei [7],
Singh, Ajit [II]. Studies in Economics of Farm Management, various states. Issued
by The Directorate of Economics and Statistics, Ministry of Food and Agriculture,
Govt. of India.
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being visualised in the losses which a farm firm or an organisation may
have, the sampling distribution ofGini ratio is still not known.

This paper is an attempt to plug this very gap by finding non-paramet
ric test statistic and its asymptotic distribution. Further, the usual
definition of Gini ratio would require certain modifications.' However,
Chen etal. [2] have suggested a normalised Gini ratio, in case the distri
bution includes both positive and negative entries, under the condition
that the mean of the distribution is positive. The modified measure
retains all the basic properties of the conventional Gini ratio. We have
followed this definition of normalised Gini ratio along with its two ver
sions (see Chen etal. [2] which have been defined in Section 2. Once the
asymptotic distribution of the statistic, for both the versions of normalis
ed Gini ratio, is obtained the related tests ofsignificance based on single
sample or two independent samples can easily be developed; as suggest
ed in Section 3.

2. Definitions and Preliminaries

Let Fi, yg, . . . , Kn be a random sample of size n, drawn from an
unknown income distribution F(r). It is assumed that the distribution
has a finite mean ^ and has a dififerentiable density. We also assume that
some ofthe incomes, F/s might be negative but the total income is posi
tive, i.e.

S r, > 0
= I

(2.1)

n

It might be added that the case of S^ 7, <0 might throw further
theoretical possibilities but this makes an economic absurdity. Hence in
this paper we restrict ourselves to the realistic case ofa viable economy
producing positive income in the aggregate. Let the incomes be ordered
as

Fi < 72 <... <

2. In case, the data profile has both negative and positive entries, the Gini ratio
may exceed one and thus may overestimate the inequality. To avoid this, some adjust
ment is needed in this case. Till recently the usual procedure was to ignore negative
entries by taking them aszeros and then compute Gini ratio.



120 /OURNAL OF THE INDIAN SOCIETY OF AGRICULTURAL STAIWTICi

Then the Gini ratio is estimated as

A

A A

G =
2 ¥

where A

n

and 1-= f X r,
/ = 1

Let 7.=
n Y

whereis the income share of the jth unit.

Let us define k as the largest integer such that

(2.2)

(2.3)

(2.4)

(2.5)

(2.6)

Following Sen [9] and Chen ej al. [2] and using the two definitions (2.5)
and (2.6), the expression for Gcan be written as follows ;

' = 1 ; < /

n n

yi (2/ - (« + D)
n 1 L

/= 1

n

= „-irrL S - (1 +2(«-0)
/ = 1

1 " •
+ Xj" d + zC"-'))

1= 1
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k

- -^rhr S y (1 + 2(n - 0) (2.7)
/ = A + 1

I '

A formulation as in (2.7) brings home the point that the coefficient can
take a value greater than one, when negative incomes are present in the
distribution.

Let us consider the case of extreme inequality when one family, say nth
earns all the income and the other (n — 1) families together earn nothing
at all. Now

« —1

k = n~\, y„= I, S yi = 0
/=" 1

^nd the expression (2.7) reduces to

n — l

G= 1 + y i yi (2,8)
" "" ^ <= 1

If all incomes were noa-negative, then in the case of extreme inequality
>'i = 0 for all i < n and G equals one.

However, in the presence of negative income, we will have yi ^0 for
i < n and the term

irh- >0 M

consequently 6 exceeds one.*

n — l
3. Siace the extreme inequality is taken as a situation when S = 0 and

/ = 1

n — l
>>„ = 1; if it is the unordered (equal weighted) case, S >>< = 0. Naturally, in

'• = 1
n — l

the ordered case 2 iy{> 0.
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In general, G ^ 1 depending on

1

^ 2 ^ ~
i = k + l

As proposed by Chen et al. [2], a normalised Gini ratio G* is defined
as follows ;

A l+-^+-^f S S ^,(i+2(«-l))
G* = "—1 n—lt = l 71—1 /=fc+l

k

(2.11)

It is not difilcult to realise that like the conventional Gini ratio G, the

normalised Gini ratio G* lies between 0 and 1. For, in the case of

equally distributed incomes _>;<=— v i, and G* reduces to G, under
n

(2.1), taking a value zero. And, in the event of extreme inequality,

,n- '» n- 1 B- 1 1
<?•= ^ .-^1 (2.12)

- In the afore mentioned normalisation the definition of k (equation 2.6)
becomes too special if one is handling empirical data. Normally, in most
empirical situations we face data profiles, wherein there exists a value k',
say, such that

k' k' + \
r >>, < 0 and S yi > Q (2,13)

/ •=• 1 / = 1
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\

There is thus a need to remodify G* toget another version ofnormalised
A

Gini ratio, namely G**.
Again, following Chen [2], Berrebi [1] and Chen [3], the entity

k

—T i yi is wri
» - ^ i = 1

written as

/fc' 1 'c' , k' -y*—- (1 + ik')\

and the normalised Gini ratio takes the following form

A
G*o

where A —

B=l +

_A
B

1+ -V+ '
n-\ • n - \

k'

2'"
/ = 1

k'

h
))+T^ 2., (-(1 +2.'

n - 1
yt [1 + 2 (n - /)]

+

«• = ft* +1

k'

1 (,
i = 1

k'
/

^ fc'

S y< • 1
= 1 . «• = 1

1)

yn'+i
-il.+ 2k')
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It can be easily seen, as in case of G*, that also lies between 0
and I.

A

Since the asymptotic distribution of G in the case of positive entries is
available due to Ramakrishnan [8] and further since we have used in
sequel its results and certain symbols and notations, we reproduce them
in the form of Lemma that follows :

Lemma : Asymptotic distribution of Gis ^G, (2.14)

where ^2 = «ii + ^0 4tAa ^ (ji* [jia

flu = lim « var (A) = 4 F 1 r* — Fa 1],
/]-^eo

and y[E\ ¥* — \ ] = variance of the conditional expectation of
I I'l — 5^2 I , given Ti is equal to some fixed

value, say, Y*,

Oia = lim ncov (A^, Y) = 1Cov [E\Y* —Y^l , Y*]
n->-»

(Tgi = lim n var (K) = a'
/»-•<»

G = Gini ratio for the population

A

2(i

where, further, A = the population mean difference

= population mean.

Proof: The above results are proved by Ramkrishna [8], which are
based on the theory of u-statistics and Hoeffding theorem [6]. It can be

seen that A and X are the corresponding u-statistics for estimable para
meters A and
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Also observe that 2 y/h -X {G —G) = ^ G \/n (X —«•)

and

Invoking Slutsky's theorein (Serflingj [10], pp 19) and Hbeflfding's result,
it follows that

A asy

VniG — G) —*• N (0, <Tp

Remark : In the above result the estimation of is given by of (Glas-
ser, [4], pp 653) such that for large n and N (popn size)j so that

n

N
.< 1.

\ 1
var

y« L
- 2Gcov (^1, tt) + G® var Yi

where var Aj =
i-1

A

=

r (2r- n—l)Yi + t, !
n — 1

n n

where, further, t, = S Yi — S Y} '
• \>i j < i

- 4 2 A,
/ = i

Cov (A< , Yi)= — ^ - A"y
i = 1

Var (F,)

tt

_ -L 2 (r.-Y)'
i = 1

(2.15)
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A A

3. Asymptotic Distributions of G* and G**

In what follows (pe obtain the sampling distributions of G* and G**.

Theorem 1. G* has the same limiting distribution as that of G.

Proof: The proof is based on the results ofSlutsky's Theorem and the
theorem on convergence in probability. Let us first recapitulate that

1
' (3.1)

' = * n(«-l)r

k

fT 2 V ,• V "I _ A:
.L«(« -1) ,^1 ' J ~ nin-i) + 'irar^

and lim E S ly,Ln(« - 1)

I)

(3.2)

The result (3.2) is obvious because0 as « -> oo; since in any

population (viable economy), the number of units possessing negative
income is finite. Hence, by definition,

mean

Z, iY< —y 0
n(«-l)

Since, convergence in mean implies convergence in probability, we have

«(«-!) ^ 0

Hence, by theorem on convergence in probability,

^ ^ p
2 S / Yiln (n- 1) Y > 0

/- 1
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which, implies that,

k

p

0^ - -" 1 /= 1

k
P (3.3)

" ' + Z, 'y- -^1

By Slutsky's Theorem,

r ( r^ is asymptotically distributed as i/V ^ ' n )'

«^ «=i

A . . A
Therefore, G* has asymptotically the same distribution as that G.

A A

Thborgm 2. Asymptotic distribution of G** is same as that of G.

Proof; At the first instance, we will show that

For this, we write its LHS as

k'
{ S vi)* ^

1 / = 1 (l+2fe')V (3.4)
(„ _ n Z/.(« - 1) Vb'+i (n - 1)

we have ^
S >-,= '=1

k'

^ Yi PNote that 2/ —> 0

P

—0
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and
_ P

r —> /X

Hence by theorem on convergence in probability, we have

% • P

fc' p
or ( S —>0

/.= 1

Also observe that (n — 1) —>. 1

(3.5)

(3,6)

Combining (3.5) and (3.6) : and by theorem on convergence in probabil
ity, we have

k' ^
( s :p,)«

1 = 1

(n - 1) J'fc'+i

It can easily be shown that

ft'

P ,
>. 0

(1 + 2k')
(n - I) I ^ 0

/ = 1

(3.7)

(3.8)

Again, invoking the theorem on convergence in probability and the res
ults (3.7) and (3.8), we get

k'

( S y,Y
/ = 1 (1 + m V

^{n-\)yu.^ («-l ^

P

—i-0

Having established this and using the result (3.3), we notice that the

denominator in the expression for G*' converges to unity in probability,
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ft' ,
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i.e. 1 + ^ I

+

i = l

ft'
ft' f S yt

1 S yi j /=!
«-l I V+x

Since G** can also be written as

(?•* =

i:+ s.- y'i +
i = 1

- (1 + 2k')
P

3- 1 (3.9)

A

G

1
yt

ft'

' ^ y,
- (1 + 2k')

yk'+i

(3.10)

It immediately follows that the asymptotic distribution of G** is same as

that of G. Thus ,

(3.11)

Hence, whatever k we may encounter, the Gini ratio defined to include
negative incomes as well, will have the same asymptotic distribution as
that of conventional Gini ratio.

Once the asymptotic distributions of G* and G** are known, the rela
ted tests of significance based on single sample or two independent
samples can easily be carried out for large n. For instance, let us take
the case of two independent samples of sizes and Hg respectively based
on two distributions F(j') and ©(j).

A A

Let Gf and Gt be two estimates of Gini ratios based on these two
samples. -

In order to test whether these two coefficients differ significantly from

each other, the appropriate test-statistic under /fg: Gj = Gj, is given by
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~ N (0, I).

A, A^

Gi-G?
A2

«1 "2

where

A

q2 • . , A
^ = asymptotic variance of G,.
"i

A

oa

"a

A

= asymptotic variance of G,.

A A
If we employ (?*• instead of G*. the test-statistic will be

A / f \
Z=(Gr'-Gr)/\/^+!fi^jV(O.I).

rji «2
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